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1 Introduction
In this work, we propose a “non-oblivious” local search algorithm for the k-median problem

and analyze its performance. In the k-median problem we are given a finite metric space (X , d),
where X = C ∪ F , and the goal is to pick k medians F ⊆ F to minimize

∑
c∈C d(c, F ). The

current-best approximation algorithm for the problem is a 2.675+ε factor due to Byrka et al. [3],
improving on a breakthrough 2.732 + ε factor due to Li and Svensson [5]. These algorithms are
based the so-called bi-point solutions given by the primal-dual framework.

Prior to these works, the best approximation factor had been (3 + ε) due to Arya et al. [2].
This result was based on a natural swap-based local search algorithm, which moved from the
current solution F to a new solution F ′ only if the k-median cost of F ′ was strictly better
than that of F , and moreover |F∆F ′| ≤ O(1/ε). The analysis shows that the locality ratio,
i.e., the ratio of the cost of the worst local optimum with respect to the cost of the global
optimum, is at most (3 + ε). Arya et al. also showed instances with a matching locality gap for
this algorithm.

2 Our Contribution
A natural question is : what if we perform the local search with respect to some other

“surrogate” measure Φ(F ) that allows us to move out of these bad local minima, yet is close
enough to the original objective function so that local-optimality guarantees with respect to Φ
can imply a good approximation for the original problem. Such a local-search procedure has
been called a non-oblivious local search, and has been successful in several settings, e.g. [4, 1].

In this work we show that considering the potential function

Φ(F ) =
∑
c∈C

(
d(c, F ) + βmin

{
α d(c, F ), distance to second-closest facility in F

})
,

for some α and β, allows us to reach a 2.82 + ε approximation factor. This improves the
long-standing barrier for local-search algorithms, but do no improve the state-of-the-art.

The formal algorithm is therefore :



Algorithm 1 Local Search for finding k clusters
1: Input : A metric space and associated distance function d(·), an n-element set C of points,

error parameter ε > 0, positive integer parameter k
2: S ← Arbitrary size-k set of points
3: while ∃ S′ s.t. |S′| ≤ k and |S \ S′|+ |S′ \ S| = O(1/ε) and Φ(S′) ≤ Φ(S) do
4: S ← S′

5: end while
6: Output : S

Interestingly, the only locality-gap example we know has a ratio 3 − 2β, which is 2.6 with
our choice of β. Hence, our analysis may be far from being optimal, and there remains rooms
for improvement.

3 Techniques
To analyse the local optima of the algorithm, we define some swaps involving facilities of

the local solution L and the optimal one O. For instance, since L is a local optimum, for any
f ∈ L and g /∈ L, it holds that

Φ(L)− φ(L− {f}+ {g}) ≤ 0

The proof of the approximation guarantee of the algorithm consists of a combination of such
inequalities, carefully weighted and chosen. In order to define those swaps, we introduce the
functions η1 : O → L (resp. η2) that associates a facility of O with its closest (resp. second
closest) facility of L. For all facilities f of L, we consider the two swaps exchanging f against
η−1

1 (f) and η−1
2 (f). Note that those swaps may be unbalanced (when |η−1

1 (f)| > 1) or too big
|η−1

1 (f)| > O(1/ε) : we handle the first case by adding some other facilities of L as needed, and
deal separately with the second case.

As in Arya et al. ??, we need to introduce swaps involving more than a single facility of L.
To define those swaps, we introduce a random graph, where every facility of L is connected to
its closest facility of O and every facility f∗ of O is randomly connected to η1(f∗) or to η2(f∗).
For every connected component of this graph, we create a swap exchanging all facilities of L
of this component to the one of O.

Those types of swaps turn out to be enough to improve the approximation ratio of local
search to 2.82 + ε.
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